Intel®oneAPI Analyzers

Intel VTune Profiler and Intel Advi
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Intel®oneAPI| Overview

Introduction to the Intel oneAPIBase and HPC Toolkits

Intel VTune Profiler and Intel Advisor Overview

Overview of the oneAPlanalyzers

MandelbrotOMP Sample Configuration

Configure the sample used in the exercises

CPU Profiling Exercises

Running the sample on midway3 with Intel Advisor and Intel VTune
Profiler.

GPU Profiling Demo

Demo profiling the iso3dfd sample on Intel DevCloud with Intel
Advisor and Intel VTune Profiler
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Programming Challenges

for Multiple Architectures

Application Workloads Need Diverse Hardware
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Scalar Vector Spatial Matrix

Growth in specialized workloads

Middleware & Frameworks

Variety of data-centric hardware required

Separate programming models and toolchains for each
architecture are required today CPU GPU FPGA Other accel.

programming programming programming programming
model model model models

Software development complexity limits freedom of
architectural choice

Other accel.
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oneAP|

One Programming Model for Multiple Application Workloads Need Diverse Hardware
Architectures and Vendors § s WWHH ?@%

Scalar Vector Spatial Matrix

Freedom to Make Your Best Choice
ACh ] 11 H ij h H 9 H1J j G GG BT A1 & i A g i 0 , Middleware & Frameworks
decide for you

Realize all the Hardware Value

Industry Intel

A Performance across CPU, GPUs, FPGASs, and other accelerators Initiative Product
oneAPI

Develop & Deploy Software with Peace of Mind
A Open industry standards provide a safe, clear path to the future

A Compatible with existing languages and programming models
including C++, Python, SYCL, OpenMP, Fortran, and MPI

Other accel.
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oneAPI Industry
Initiative

Break the Chains of Proprietary
Lock-in

Application Workloads Need Diverse Hardware

Middleware & Frameworks

F TensorFlow PyTorch @xnet e ﬁ‘:’: NumPy X... ©penVIN®

A cross-architecture
language based on C++ oneAPI
and SYCL standards Direct Programming API-Based Programming

Open to promote community and Libraries
DPC++

industry collaboration i | [imesste| |
Powerful libraries designed Data Parallel C++ Analytics/

for acceleration of domain - 0
specific functions

Enables code reuse across Low-Level Hardware Interface
architectures and vendors

oneAPI Industry Specification

DNN ML Comm

Video Processing

Low-level hardware
abstraction layer

Other accel.

The productive, smart path to freedom for accelerated
£ computing from the economic and technical burdens
oneAPI Of proprietary programming models

sisfs.
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Visit oneapi.com for more details |nte .


oneapi.com

Data Parallel C++

Standards-based, Cross-architecture Language

DPC++ =1SO C++ and Khronos SYCL and community extensions

Freedom of Choice: Future-Ready Programming Model
A Allows code reuse across hardware targets

A Permits custom tuning for a specific accelerator

A Open, cross-industry alternative to proprietary language

DPC++=1S0 C++and Khronos SYCL and community
extensions

A Delivers C++ productivity benefits, using common, familiar C and C++ constructs

A Adds SYCL from the Khronos Group for data parallelism and heterogeneous
programming

Community Project Drives Language Enhancements
A Provides extensions to simplify data parallel programming
A Continues evolution through open and cooperative development

The open source and Intel DPC++/C++ compiler supports Intel CPUs, GPUs, and FPGAs.
Codeplay announced a DPC++ compiler that targets Nvidia GPUs.

Direct Programming:
Data Parallel C++

Community Extensions

Khronos SYCL

intel.


https://www.codeplay.com/portal/02-03-20-codeplay-contribution-to-dpcpp-brings-sycl-support-for-nvidia-gpus

Powerful oneAPI Libraries

Realize all the Hardware Value

Designed for acceleration of key domain-specific functions

Freedom of Choice

Pre-optimized for each target platform for maximum
performance

oneAPI| Math Kernel Library
oneMKL

oneAPI Video Processing

Library
oneVPL

oneAPI| Threading Building
Blocks
oneTBB

oneAPIDPC++ Library
oneDPL

oneAPI| Deep Neural

Network Library
oneDNN

oneAPI| Data Analytics

Library
oneDAL

oneAPI Collective

Communications Library
oneCCL

intel. -



Intel®oneAPI
Product

Built on Intel’s Rich Heritage of CPU
Tools Expanded to XPUs

A complete set of advanced compilers, libraries, and
porting, analysis and debugger tools

A Accelerates compute by exploiting cutting -edge
hardware features

re

A Interoperable with existing programming models
and code bases (C++, Fortran, Python, OpenMP,
etc.), developers can be confident that existing
applications work seamlessly with oneAPI

A Eases transitions to new systems and
accelerators¥2 using a single code base frees
developers to invest more time on innovation

Latest version is 2021.1
Visit software.intel.com/oneapi for more details

Some capabilities may differ per architecture and custom -tuning will still be required. Other accelerators to be supported in th e future.

Application Workloads Need Diverse Hardware

Middleware & Frameworks

F TensorFlow PyTorch @Xnet feats X... ©penVIN®

:l Intel® oneAPI Product
oneAPI

Compatibility Tool Languages Libraries Ana'Y?}lzi(IEebUg

Low-Level Hardware Interface

Available Now

intel.


https://software.intel.com/oneapi
software.intel.com/oneapi

Intel®oneAPI
. Intel® oneAPI Base Toolkit
B a.S e T O O I kl t Direct Programming API-Based Programming Analysis & debug Tools

Accelerate Data-centric Workloads Intel® oneAP| DPC++/C#+ Intel® oneAPI DPC++ Library

Compiler oneDPL

Intel® VTunel Profiler

A core set of core tools and libraries for 1 o AP Math Kernal

. . . . s It t .
developing high-performance applications on Intel® DPC++ Compatibility Tool nte Lict))r::ry—onzMKLeme Intel® Advisor
Intel® CPUs, GPUs, and FPGAs.

T Intel® one API Data Analytics T
® ®
Who US@S |t’) Intel® Distribution for Python Library - oneDAL Intel® Distribution for GDB
A A broad range of developers across industries _
Intel® FPGA Add-on Intel® oneAPI Threading
A Add-on toolkit users since this is the base for all for oneAPI Base Toolkit Building Blocks -one TBB
toolkits
. Intel® oneAPI Video Processing
Top Features/Benefits Library -oneVPL
A Data Parallel C++ compiler, library and analysis tools Intel® oneAPI Collective
. . _ o Communications Library
A DPC++ Compatibility tool helps migrate existing code oneCCL

written in CUDA

T - Intel® oneAPI Deep Neural
A Python distribution includes accelerated scikit-learn, Network Library - oneDNN 1

NumPy, SciPy libraries

A Optimized performance libraries for threading, math, Intel® Integrated Performance oneAPI
data analytics, deep learning, and video/image/signal Primitives - Intel® PP
processing

BASE TOOLKIT

Learn More: intel.com/oneAPI -BaseKit inteL



https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html

Intel® oneAPI Tools for HPC

Intel®oneAP]
HPC Toolkit

Deliver Fast Applications that Scale
What is it?

A toolkit that adds to the Intel® oneAPI Base Toolkit for
building high-performance, scalable parallel code on
C++, SYCL, Fortran, OpenMP & MPI from enterprise to
cloud, and HPC to Al applications.

Who needs this product?

A OEMSs/ISVs
A C++, Fortran, OpenMP, MPI Developers

Why is this important?
A Accelerate performance on Intel® Xeon® and Cotle
Processors and Intel® Accelerators

A Deliver fast, scalable, reliable parallel code with less
effort built on industry standards

Learn More: intel.com/oneAPI| -HPCKit

Intel® one API Base & HPC Toolkits

Direct Programming

Intel® C++ Compiler Classic

Intel® Fortran Compiler Classic

Intel® Fortran Compiler

Intel® one APl DPC++/C++
Compiler

Intel® DPC++ Compatibility Tool

Intel® Distribution for Python

Intel® FPGA Add-on
for oneAP| Base Toolkit

[ ter® oneAPI HPC Toolkit +
. Intel® one API Base Toolkit

API-Based Programming

Intel® MPI Library

Intel® oneAPI DPC++ Library
oneDPL

Intel® one APl Math Kernel
Library - oneMKL

Intel® one API Data Analytics
Library - oneDAL

Intel® oneAPI Threading
Building Blocks - one TBB

Intel® oneAPI Video Processing
Library - oneVPL

Intel® oneAPI Collective
Communications Library
oneCCL

Intel® oneAPI Deep Neural
Network Library - oneDNN

Intel® Integrated Performance
Primitives — Intel® IPP

Analysis & debug Tools

Intel® Inspector

Intel® Trace Analyzer
& Collector

Intel® Cluster Checker

Intel® VTunel Profiler

Intel® Advisor

Intel® Distribution for GDB

1

oneAPI

HPC TOOLKIT

intel.
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https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html

Intel Analysis Tools for GPU Compute Analysis

Intel® Advisor Intel®VTuneE Profiler

Offload Advisor Offload Performance Tuning

A 1dentify high -impact opportunities to offload ACkjT]1H G gH HKHGI|jT T |7 x| Ji
and GPU cores

A Correlate CPU and GPU activity

A Detect bottlenecks and key bounding factors

A Get your code ready even before you have the hardware by

modeling performance, headroom, and bottlenecks A 1dentify whether your application is GPU - or CPU-bound
Roofline Analysis GPU Compute/Media Hotspots
A See performance headroom against hardware limitations A Analyze the most time -consuming GPU kernels,
A Determine performance optimization strategy by identifying characterize GPU usage based on GPU hardware metrics
bottlenecks and which optimizations will pay off the most A GPU code performance at the source-line level and
A Visualize optimization progress kernel-assembly level
Flow Graph Analyzer

A Visualize your CPU/GPU code and get recommendations for
the CPU device

intel. =



Intel®VTunel Profiler Overview

intel =



ALGORITHM

A [0 o
Optimize Performance
. PARALLELISM

Intel® VTund. Profiler °
Get the Right Data to Find Bottlenecks chaseoe

A A suite of profiling for CPU, GPU, FPGA, threadlng, ACCELERATORS

THT |1 k# GGGhH# 1Jij] 1 GHH# ©Q O
A Application or system-wide analysis Ofted  Computevc e

A DPC++, C, C++, Fortran, Python*, Go*, Java*, or a mix
A Linux, Windows, FreeBSD, AndroidYocto and more | souce [RCEENEY

@ MICROARCHITECTURE

Performance

Snapshot
O

Microarchitecture Memory
Exploration Access

e

)

Input and Output

PLATFORM ANALYSES

@ @ O

System Throttling Platform
Qverview Profiler

" I TR o

A Containers and VMs .

& GPU Instructions Executed by Instruction T..*
@ Control Flow B Send & Wait
Int32 & SP Float @ Int64 & DP Float @ Other

Analyze Data Faster

A Collect data HW/SW sampling and tracing w/o re-
compilation

A See results on your source, in architecture dlagrams
G G hllJlJ[HlGI# J 1T G il |

A Filter and organize data to find answers

75,002,500 @ ]
12,500,000
12,500,000

- 24378 10.745 —>

u

Work Your Way e

A User interface or command line
A Profile locally and remotely

SLM: 0.000

Untyped: 24.084
<«— Typed: 0000 —— Total 30.961 —— Typed 0.714 —»

SLM: 0.000

A GUI (desktop or web) or command line

intel.



Rich Set of Profiling Capabillities

Intel®VTuneL Profiler

V Hotspots
V Anomaly Detection
V Memory Consumption

Parallelism

V Threading
V HPC Performance Characterization

GPU Offioad ucnest + ©
® lots. Anass Copbguiaion  ColeclionLon  SUMMaly  Gadhits T
could be stalled due to O =mer G
demand memary load and £
stores, mary

is to h:

Accelerators / xPU

V GPU Offload
V GPU Compute / Media Hotspots
V CPU/FPGA Interaction

V Microarchitecture Exploration
V Memory Access

]

fop
2o

bus O d bt bus 9b bus b1 busba.
device o device 0 device 0 device 0 device 0 device 0
L4 4 SRR | i Sl
oM 145 PLle40x8: PCle 4.0 xB: PCle 4.0 xB: PCle 4.0x8: PCle 4.0 x:
e 17.1% 35.6% 356% 353% 355%
¥ i ' i i '
= = = o]
DRAM SOCKET 0 SOCKET 1 DRAM
Average Physical Core Utilization: Average Physical Care Utilization:
31.2% (9.984 out of 32} 0.0% (0.000 out of 32)

Platform & I/O

Multi -Node

V Input and Output V Application Performance Snapshot
V System Overview
V Platform Profiler

intel.
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Find Answers Fast

Intel®VTunel Profiler
Adjust Data Grouping

Function / Call Stack
Source Function / Function / Call Stack
Sync Qbject / Function / Call Stack

Sync Qbject / Thread / Function / Call Stack
ReGI ijT G 1T 17

Double Click Function
to View Source

Click [u ] for Call Stack

Filter by Timeline Selection
(or by Grid Selection)

Z£oom In And Filter On Selection
Filter In by Selection h

Rermowe All Filters

* Grouping:| Function / Call Stack

Jh] KT a

INTEL VTUNE PROFILER

Analysis Configuration  Collection Log  Summary  Bottom-up  Caller/Callee  Top-down Tree  Platform
" [x][2][]

Hotspots Hotspots by CPU Utilization ~ @ 1)

CPU Time
B Qverhzad Time

Function / Call Stack

Effective Time by Utilization ¥
B idie @ Poor Ok B ldeal @ Over

| _grid intersect

Spin Time

Creation

sphere_intersect 3.748= D [ ] 0s 0s 0s 03 03
grid_intersect 3748 D [ ] 0s 0s 0s 0s 0s
intersect_objects || 3.580s (D [ ] 0s 0s 0s 0s 0s
= grid_intersect —|| 0.168s |l 20215 0s 0s 03 03
func@0x69e19df0 2 4675 NN 0s 0s 0s 0s 0
p : + mm W W (335 345 B8s  BEs Oz 92s 04 Bs  B.Es 10s  10.2s 10.4s10.8s ¢ | Thread -
2| WinMainCRTStartup (TID: 2... «| [l Running
2 #| waa CPU Time
= OMP Master Thread #0 (TI...

#| gy Spin and Overhe. ..
¥ CPU Sample

#| CPU Utilization
#| gay CPU Time
#| s Spin and Overhe. .

OMP Worker Thread #2 (TI...

CPU Utilization

FILTER 100.0% % Any Proce ¥ hread v Any Mod. v Any U User functi v Function v Show inli *

Tuning Opportunities Shown in Pink.
Hover for Tips

Filter by Process
& Other Controls

intel.
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Interactive Remote Data Collection

Performance analysis of remote systems just got a lot easier

Interactive analysis Command line analysis

1) Configure SSH to a remote Linux* target 1) Run command line remotely on Windows*

2) Choose and run analysis with the Ul or Linux* target
2) Copy results back to host and open in Ul

il Configure Analysis
! Configure Analysis .
@ Remote Linux (SSH)
e S =
Retry
Local Host  Android Device Remote Linux Arbitrary Host $SH destination
(ADB) (S5H) (not connected) |
VTune Amplifier installation directory on the remote system
ftmp/vtune_amplifier_2019.0.1.563689

Conveniently use your local Ul to analyze remote systems

intel. =



Analysis Types

A Performance Snapshot:
A Used as a starting point to determine areas for deeper focus.
A Algorithm:
A Hotspots: investigate call paths and find where your code spends the most
time.
A Anomaly Detection (preview):identify performance anomalies in frequently
recurring intervals of code like loop iterations.
A Memory Consumption: analyze memory consumption by app [Linux* only]
A Microarchitecture:
A Microarchitecture Exploration: deep dive into the CPU pipeline stage and
hardware units responsible for your hardware bottlenecks.
A Memory Access:analyze CPU cache and main memory usage
A Parallelism:
A Threading: visualize thread parallelism on available cores.
A 1/0O:

A Input and Output: monitor utilization of the 10 subsystems, CPU, and buses

A Platform Analyses:
A System Overview:monitors general behavior of the target system and
identifies platform -level factors that limit performance
A Platform Profiler: provides insights into overall system configuration,
performance, and behavior.

More details: https://software.intel.com/content/www/us/en/develop/documentation/vtune

@ Performance Snapshot ~

ALGORITHM

O O

Hotspots Anomaly
Detection
(preview)

Memory
Consumption

PARALLELISM

Threading HPC
Performance
Characterization

ACCELERATORS

GPU Offload GPU
Compute/Media
Hotspots
(preview)

CPU/FPGA
Interaction

-help/top/set -up-project/analysis -types.html

N T/

MICROARCHITECTURE

Microarchitecture Memory Access
Exploration

/O

Input and
Qutput

PLATFORM ANALYSES

@

System GPU Rendering
Overview (preview)

CPU/GPU Platform Profiler

Concurrency
(deprecated)

intel.
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Optimize Memory Access

Memory Access Analysis- Intel® VTund._ Profiler

Tune data structures for performance

A Attribute cache misses to data structures
(not just the code causing the miss)

A Support for custom memory allocators

Optimize NUMA latency & scalability
ATrue & false sharing optimization
A Auto detect max system bandwidth
A Easier tuning of inter-socket bandwidth

Easier install, Latest processors

ANo special drivers required on Linux*

Alntel® Xeon Phi processor MCDRAM (high
bandwidth memory) analysis

intel. =



